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Abstract
It is generally accepted that knowledge based systems would be smarter if they can manage uncertainty. In this paper we extend Description Logics, well-known logics for managing structured knowledge, towards the management of uncertainty. We allow (i) to express that a sentence is not just true or false, but certain to some degree, which is taken from a certainty lattice; and (ii) combine the logic with annotated logic programming, in which the management of uncertainty is based on so-called annotation terms.
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1 Introduction

In the last decade a substantial amount of work has been carried out in the context of Description Logics (DLs) [2]. DLs are a logical reconstruction of the so-called frame-based knowledge representation languages, with the aim of providing a simple well-established Tarski-style declarative semantics to capture the meaning of the most popular features of structured representation of knowledge. Nowadays, a whole family of knowledge representation systems has been build using DLs, which differ with respect to their expressiveness and their complexity, and they have been used for building a variety of applications (see the DL community home page http://dl.kr.org/).

Nowadays, DLs have gained even more popularity due to their application in the context of the Semantic Web [28]. Ontologies play a key role in the Semantic Web and consists of a hierarchical description of important concepts in a particular domain, along with the description of the properties (of the instances) of each concept. Web content is then annotated by relying on the concepts defined in a specific domain ontology. DLs play a particular role in this context as they are essentially the theoretical counterpart of the Web Ontology Language OWL DL, a state of the art language to specify ontologies.
On top of the Ontology layer, the Rules layer of the Semantic Web is going to be developed next (see also [26]), which should offer sophisticated representation and reasoning capabilities. A first effort in this direction is RuleML [5], fostering an XML-based markup language for rules and rule-based systems, while the OWL Rules Language [27] is a first proposal for extending OWL by Horn clause rules (see Section refrelwork).

However, despite the growing popularity concerning the integration of rule languages, notably Logic Programs [38] (LPs), with DLs (see e.g. [12, 27, 37], to the best of our knowledge, no work deals with the combination of DLs with LPs towards the management of uncertainty. This is a well-known and important issue whenever the real world information to be represented is of imperfect nature (unfortunately, this rather the rule than an exception). While both uncertainty in DLs as well as uncertainty in LPs has been addressed, a combination of them in this direction has not yet been considered (for DLs, we may mention for probability theory [20, 22, 30, 34, 54], for possibility theory [25], metric spaces [41], for many-valued [50, 55, 62] and for fuzzy theory [6, 24, 43, 52, 56, 57, 58, 63, 59, 60, 67, 71]; concerning logic programming, we may mention for probability theory [40, 49], for fuzzy set theory [69], multivalued logic [8, 33, 36, 39, 42], possibilistic logic [13].

The topic of this paper is to combine DLs, LPs and the management of uncertainty into a uniform framework. In particular, we extend DLs towards the management of uncertainty, by allowing to express that a sentence is not just true or false like in classical DLs, but certain to some degree, which is taken from a certainty lattice. The certainty degree dictates to which extend (how certain it is that) a sentence is true. The adopted approach is more general that the fuzzy logic based approach [58], as it subsumes it (just take the lattice over the real unit interval $[0, 1]$ with order $\leq$), but is orthogonal to almost all other approaches. A feature of the lattice approach is that it gives us the possibility to address both quantitative uncertainty reasoning (by relying e.g. on $[0, 1]$ or subsets of rational numbers like $\{0, \frac{1}{n-1}, \ldots, \frac{n-2}{n-1}, 1\}$, for natural number $n$), as well as qualitative uncertainty reasoning (by relying e.g. on \{false, likelyfalse, unknown, likelytrue, true\}, in increasing order). From a computational point of view, it is still possible to develop a tableaux calculus in the style of almost all DLs and, under reasonable conditions, the computational complexity does not change, which is especially important as usually, reasoning under uncertainty is more involved than the classical case (see, e.g. [51]). We then extend the DL with rules, where the management of uncertainty is based on so-called annotation terms, inspired by Generalized Annotated Logic Programming framework of Kifer and Subrahmanian [33], (a quite general approach for managing uncertain information).

We proceed as follows. In the next section, we recall some fundamental notions about DLs and extend them with rules. In Section 3 we describe our DL extension to manage uncertain sentences and address the computational aspect of reasoning in it, while in Section 4 we extend it with annotated logic programming. Finally, Section 5 presents related work, while Section 6 concludes the paper.
2 Preliminaries

2.1 A Quick Look to \( \mathcal{ALC} \)

The specific DL we extend with uncertainty capabilities is \( \mathcal{ALC} \), a significant representative of DLs [2]. Consider three alphabets of symbols, primitive concepts (denoted \( A \)), primitive roles (denoted \( R \)) and individuals (denoted \( a \) and \( b \)) \(^1\). A concept (denoted \( C \) or \( D \)) of the language \( \mathcal{ALC} \) is build out from primitive concepts \( A \), the top concept \( \top \), the bottom concept \( \bot \) and according the following syntax rule:

\[
C, D \rightarrow C \sqcap D \quad \text{(concept conjunction)} \\
C \sqcup D \quad \text{(concept disjunction)} \\
\neg C \quad \text{(concept negation)} \\
\forall R.C \quad \text{(universal quantification)} \\
\exists R.C \quad \text{(existential quantification)}.
\]

An interpretation \( I \) is a pair \( I = (\Delta^I, \cdot^I) \) consisting of a non empty set \( \Delta^I \) (called the domain) and of an interpretation function \( \cdot^I \) mapping different individuals into different elements of \( \Delta^I \) (called unique name assumption), primitive concepts into subsets of \( \Delta^I \) and primitive roles into subsets of \( \Delta^I \times \Delta^I \). The interpretation of complex concepts is defined as usual:

\[
\top^I = \Delta^I \\
\bot^I = \emptyset \\
(C \sqcap D)^I = C^I \cap D^I \\
(C \sqcup D)^I = C^I \cup D^I \\
(\neg C)^I = \Delta^I \setminus C^I \\
(\forall R.C)^I = \{ d \in \Delta^I : \forall d', (d, d') \notin R^I \text{ or } d' \in C^I \} \\
(\exists R.C)^I = \{ d \in \Delta^I : \exists d', (d, d') \in R^I \text{ and } d' \in C^I \}.
\]

Two concepts \( C \) and \( D \) are equivalent (denoted \( C \equiv D \)) when \( C^I = D^I \) for all interpretations \( I \) (e.g. \( \exists R.C \equiv \neg \forall R.\neg C \)). An assertion (denoted \( \alpha \)) is an expression \( a:C \) (“\( a \) is an instance of \( C \)”), or an expression \( (a,b):R \) (“\( (a,b) \) is an instance of \( R \)”). A primitive assertion is either an assertion of the form \( a:A \), where \( A \) is a primitive concept, or an assertion of the form \( (a,b):R \). An interpretation \( I \) satisfies \( a:C \) (resp. \( (a,b):R \)) iff \( a^I \in C^I \) (resp. \( (a^I, b^I) \in R^I \)). Let \( A \) and \( C \) be a primitive concept and a concept, respectively. A terminological axiom (denoted \( \tau \)) is either a concept specialization or a concept definition. A concept specialization is an expression of the form \( A \prec C \), while a concept definition is an expression of the form \( A := C \). An interpretation \( I \) satisfies \( A \prec C \) iff \( A^I \subseteq C^I \), while \( I \) satisfies \( A := C \) iff \( A^I = C^I \). A finite set \( K \) of assertions and terminological axioms is a Knowledge Base (KB). With \( K_A \) we denote the set of assertions in \( K \), whereas with \( K_T \) we denote the set of terminological axioms in \( K \), also called a terminology. A KB \( K \) is purely assertional if \( K_T = \emptyset \).

\(^1\)Metavariables may have a subscript or a superscript.
Further, we assume that a terminology $K_T$ is such that no concept $A$ appears more than once on the left hand side of a terminological axiom $\tau \in K_T$ and that no cyclic definitions are present in $K_T$. An interpretation $I$ satisfies (is a model of) a KB $K$ iff $I$ satisfies each element in $K$. A KB $K$ entails an assertion $\alpha$ (denoted $K \models \alpha$) iff every model of $K$ also satisfies $\alpha$. The problem of determining whether $K \models \alpha$ is called entailment problem, while the problem of determining whether $K$ is satisfiable is called satisfiability problem.

It is well known (see, e.g. [2]) that in ALC: (i) $K \models (a,b):R$ iff $(a,b):R \in K$; and (ii) $K \models a:C$ iff $K \cup \{a:\neg C\}$ unsatisfiable. Note that there exists a well known technique based on constraint propagation solving the satisfiability problem [2]. Furthermore, we can restrict our attention to purely assertional KBs, by expanding $K$ to $K'$ and substituting every primitive concept occurring in $K$, which is defined in $K'$, with its defining term in $K'$. Informally, the expansion of a KB $K$ is as follows [47]: replace each concept specialization $A < C \in K_T$ with $A := C \cap A^*$ ($A^*$ is a new primitive concept); then expand the right-hand side of every concept definition by replacing a primitive concept with its definition until there remain only undefined concepts in the second arguments of concept definitions; and finally, replace in $K_A$ all primitive concepts with their definitions. The transformation has the nice property that $K \models \alpha$ iff $K'_A \models \alpha'$, where $\alpha'$ is obtained by replacing every primitive concept occurring in $\alpha$, which is defined in $K'_T$, with its defining term in $K'_T$. This allows us to restrict our attention to purely assertional KBs only (but, the expansion process can be exponential [47]).

2.2 A quick look to description logic programs

For rules, there are mainly three approaches (see, [17, 18], for an overview), the so-called axiom-based approach (e.g. [27, 37]) and the DL-log approach (e.g., [12, 14, 15]) and the autoepistemic approach (e.g., [11, 16]). We are not going to discuss in this section these approaches and defer it to Section 5. We just point out that in this paper we follow the DL-log approach, in which rules may not modify the extension of concepts. Essentially, role names and concept names appearing in $K_T$ may appear in the body of a rule only (except for representing facts) and are managed as unary and binary predicates, respectively. This because of the underlying assumption that the terminological component completely describes the hierarchical structure in the domain, and, therefore, the rules should not allow to make new inferences about that structure.

Syntax. A term is either a constant (denoted $a, b, c$) or a variable (denoted $x, y, z$). We assume that the description logic component and the rules component share the same alphabet of constants. An atom has the form $P(t_1, \ldots, t_n)$,

---

$^2$We say that $A$ directly uses primitive concept $B$ in $K_T$, if there is $\tau \in K_T$ such that $A$ is on the left hand side of $\tau$ and $B$ occurs in the right hand side of $\tau$. Let uses be the transitive closure of the relation directly uses in $K_T$. $K_T$ is cyclic iff there is $A$ such that $A$ uses $A$ in $K_T$. 

---
where $P$ is a predicate symbol and $t_i$ are terms. A rule is of the form

$$H \leftarrow B_1, \ldots, B_n,$$

where $H$ and all $B_i$ are atoms. $H$ is called the rule head, and the set of all $B_i$ is called the rule body. For a rule $r$, with $H(r)$ and $B(r)$ we indicate the rule head and the rule body or $r$, respectively. We assume that no rule head atom belongs to the DL signature. For ease the readability, DL predicates will have a DL superscript in the rules. An example of rule is

$$\text{MatureFruit}(x) \leftarrow \text{Fruit}^{\text{DL}}(x), \text{Taste}(x, \text{sweet})$$

Here $\text{Fruit}$ is a DL predicate, while $\text{MatureFruit}$ and $\text{Taste}$ are not.

Note that [14] allows to use DL axioms in place of DL atoms in the rule body (e.g. a concept inclusion may appear in the body of the rule). For easy, we will not deal with this feature.

A logic program, denoted $P$, is a finite set of rules. A Description Logic Program (DLP) is a tuple $DP = \langle K, P \rangle$, where $K$ is a DL knowledge base and $P$ is a logic program. For instance, consider the description logic component

$$K = \{ \text{apple}: \text{Fruit}, \text{pear}: \text{Fruit}, \text{a} : \text{Fruit} \sqcup \text{Cake} \},$$

and the logic program component

$$P = \{ \begin{array}{l}
\text{MatureFruit}(x) \leftarrow \text{Fruit}^{\text{DL}}(x), \text{Taste}(x, \text{sweet}) \\
\text{Taste}(\text{apple}, \text{sweet}) \leftarrow \\
\text{Taste}(\text{a}, \text{sweet}) \leftarrow
\end{array} \},$$

then $DP = \langle K, P \rangle$ is a DLP.

**Semantics.** Essentially, a DL atom appearing in a rule body acts as a query to the underlying DL knowledge base (see [14]). So, consider a DLP $DP = \langle K, P \rangle$. The Herbrand universe of $P$, denoted $H_P$ is the set of constants appearing in $DP$ (if no such constant symbol exists, $H_P = \{ c \}$ for an arbitrary constant symbol $c$ from the alphabet of constants). The Herbrand base of $P$, denoted $B_P$, is the set of all ground atoms built up from the non-DL predicates and the Herbrand universe of $P$. With $\text{ground}(P)$ we denote the grounding of $P$ w.r.t. $H_P$. For instance, for the DLP above, $H_P = \{ \text{apple}, \text{pear}, \text{a}, \text{sweet} \}$, $B_P$ is the set of all ground atoms that can be built from the predicates $\text{MatureFruit}$ and $\text{Taste}$ using the constants in $H_P$, while $\text{ground}(P)$ is the set of ground instances of rules in $P$ that can be built using constants in $H_P$. Thus, e.g.

$$\begin{array}{l}
\text{MatureFruit}(\text{apple}) \leftarrow \text{Fruit}^{\text{DL}}(\text{apple}), \text{Taste}(\text{apple}, \text{sweet}) \\
\text{MatureFruit}(\text{a}) \leftarrow \text{Fruit}^{\text{DL}}(\text{a}), \text{Taste}(\text{a}, \text{sweet})
\end{array}$$

belong to $\text{ground}(P)$.

An interpretation $I$ w.r.t. $DP$ is a subset of $B_P$. We say $I$ is a model of a ground atom $A$ w.r.t. $K$, denoted $I \models_K A$, iff
that

We say that

Lastly, note that

We say that \( I \) is a model of a ground rule \( r \) iff \( I \models K H(r) \) whenever \( I \models K Bi \) for all \( B_i \in B(r) \). \( I \) is model of \( DP = \langle K, P \rangle \) iff \( I \models K r \) for all rules \( r \in \text{ground}(P) \). We say that a DLP is satisfiable if it has a model. Finally, we say that \( DP = \langle K, P \rangle \) entails a ground atom \( A \), denoted \( DP \models A \) iff \( I \models K A \) whenever \( I \models DP \). For instance, given the DLP above,

\[
I_1 = \{ \text{MatureFruit(apple), Taste(apple, sweet), Taste(a, sweet)} \}
\]

is a model of \( DP \), while

\[
I_2 = I_1 \cup \{ \text{MatureFruit(a)} \}
\]

is not. In the latter case note that \( I_2 \not\models K \text{Fruit(a)} \) as \( K \not\models \text{Fruit(a)} \) and, thus, \( I_2 \) is not a model of the ground rule

\[
\text{MatureFruit(a) } \leftarrow \text{Fruit}^{\text{DL}}(a), \text{Taste(a, sweet)}
\]

Finally, note that \( DP \models \text{MatureFruit(apple)}, DP \not\models \text{MatureFruit(a)}, DP \not\models \text{MatureFruit(sweet)} \) and \( DP \not\models \text{MatureFruit(pear)} \) hold.

It is easy to see that the entailment problem of a DL literal in a DLP is independent of the presence of a logic program \( P \). This means that the DL knowledge base is unaffected by the rule system, which can be seen as built on top of the DLP knowledge base. With that we mean that if \( DP = \langle K, P \rangle \) the for any ground DL atom \( A, DP \models A \) iff \( K \models A \) (no DL atom can appear in the head of a rule).

Interestingly, it is possible to adapt the standard results of Datalog to our case, which say that a satisfiable description logic program \( DP \) has a minimal model \( M_{DP} \) and entailment can be reduced to model checking in this minimal model.

**Proposition 1 ([14])** Let \( DP = \langle K, P \rangle \) be a DLP. If \( DP \) is satisfiable, then there exists a unique model \( M_{DP} \subseteq B_P \) such that \( M_{DP} \subseteq I \) for all models \( I \subseteq B_P \) of \( DP \). Furthermore, for any ground atom \( A, DP \models A \) iff \( M_{DP} \models K A \).

The minimal model can be computed as the least fixed-point of the following monotone operator. Let \( DP = \langle K, P \rangle \) be a DLP. Define the operator \( T_{DP} \) on interpretations as follows: for every \( I \subseteq B_P \), let

\[
T_{DP}(I) = \{ H(r) : r \in \text{ground}(P), I \models K B_i \text{ for all } B_i \in B(r) \}.
\]

It can be shown that \( T_{DP} \) is monotone, i.e. \( I \subseteq I' \subseteq B_P \) implies \( T_{DP}(I) \subseteq T_{DP}(I') \), and, thus, by the Knaster-Tarski Theorem [66] \( K \) has a least fixed-point, denoted \( \text{lf}(T_K) \). Moreover, \( \text{lf}(T_K) \) can be computed by finite fixed-point iteration as the signatures and the involved sets in \( DP \) are finite: for every \( I \subseteq B_P \), we define \( T_{DP}^0(I) = I, if i = 0, and T_{DP}^{i+1}(I) = T_{DP}(T_{DP}^i(I)) \),
if $i > 0$. Then $\ell_f(T_K) = \bigcup_{i=0}^n T_D^i(\emptyset) = T_D^0(\emptyset)$, for some $n \geq 0$. Finally, $\ell_p(T_K) = M_{DP}$ holds.

From an implementation point of view, given $DP = \langle K, \mathcal{P} \rangle$, we can compute the set of entailed primitive assertions $F = \{ \alpha : K \models \alpha \}$ first and then add them as facts to $\mathcal{P}$. Then, we can rely on standard theorem proving in Datalog.

**Example 1** Consider the following database schema of a company database. Let $DP = \langle K, \mathcal{P} \rangle$ be such that

\[
\begin{align*}
K &= \{ \text{Employee}$\forall$OfficeMate.Employee, Manager$\forall$Employee\} \\
\mathcal{P} &= \{ \text{Manager}(\text{jim}), \text{OfficeMate}(\text{jim}, \text{paul}), \\
&\quad \quad \quad \quad \text{Q}(x) \leftarrow \text{Employee}(x, y) \} .
\end{align*}
\]

$\text{Q}(x)$ is our query. It turns out that $DP \models \text{Q}(\text{jim})$ and $DP \models \text{Q}(\text{paul})$, i.e. jim and paul are an answer to our query. □

### 3 The logic $L$-$\text{ALC}$

Let $L = \langle T, \preceq \rangle$ be a certainty lattice (a complete lattice), where $T$ is a set of certainty values and $\preceq$ is a partial order over $T$. Let $\otimes$ and $\oplus$ be the meet and join operators induced by $\preceq$, respectively. Let $f$ and $t$ be the least and greatest element in $T$, respectively. We also assume that there is a function from $T$ to $T$, called negation function (denoted $\neg$) that is anti-monotone w.r.t. $\preceq$ and satisfies $\neg a = a, \forall a \in T$. The main idea is that an assertion $a : C$, rather being interpreted as either true or false, will be mapped into a certainty value $c$ in $T$. The intended meaning is that $c$ indicates to which extend (how certain it is that) ‘a is a C’. Typical certainty lattice are: given a set of real values $T$, consider $L_T = \langle T, \preceq \rangle$. Then $L_{[0,1]}$ corresponds to the classical truth-space, where 0 stands for ‘false’, while 1 stands for ‘true’, while $L_{[0,1]}$, which relies on the unit real interval, is quite frequently used as certainty lattice. In $L_{[0,1]}$, $\neg a = 1 - a$ is quite typical. Another frequent certainty lattice is Belnap’s $\text{FOUR}$ [4], where $T$ is $\{ f, t, u, i \}$ with $f \preceq u \preceq t$ and $f \preceq i \preceq t$. Here, $u$ stands for ‘unknown’, whereas $i$ stands for inconsistency. We denote the lattice as $L_B$. Additionally, besides $\neg f = t$, we have $\neg u = u$ and $\neg i = i$. Another certainty lattice is $L_4$, where $T$ is $\{ f, lf, lt, t \}$ with $f \preceq lf \preceq lt \preceq t$. Here, $lf$ stands for ‘likely false’, whereas $lt$ stands for ‘likely true’. Besides $\neg f = t$, we have $\neg lf = lt$. A further popular lattice allows us to reason about belief and doubt. Indeed, the idea is to take any lattice $L$, and to consider the cartesian product $L \times L$. For any pair $(b, d) \in L \times L$, $b$ indicates the degree of belief a reasoning agent has about a sentence $s$, while $d$ indicates the degree of doubt the agent has about $s$. The order on $L \times L$ is determined by $(b, d) \preceq (b', d')$ if $b \preceq b'$ and $d' \preceq d$, i.e. belief goes up, while doubt goes down. The minimal element is $(f, t)$ (no belief, maximal doubt), while the maximal element is $(t, f)$ (maximal belief, no doubt). Negation is given by $\neg (b, d) = (d, b)$ (exchange belief with doubt). We indicate this lattice with $\bar{L}$. The examples above illustrates that the
lattice approach gives us the possibility to address both quantitative uncertainty reasoning as well as qualitative uncertainty reasoning.

For a certainty lattice \( L = (T, \preceq) \), an \( L \)-interpretation is now a pair \( I = (\Delta^I, \mathcal{I}) \), where \( \Delta^I \) is, as for the classical case, the domain, whereas \( \mathcal{I} \) is an interpretation function mapping (i) individuals as for the classical case, i.e. \( a^I \neq b^I \), if \( a \neq b \); (ii) a concept \( C \) into a function \( C^I: \Delta^I \rightarrow T \); (iii) a role \( R \) into a function \( R^I: \Delta^I \times \Delta^I \rightarrow T \). In the following, for ease with interpretation we mean always an \( L \)-interpretation, for some certainty lattice \( L \). As anticipated above, if \( d \in \Delta^I \) is an object of the domain \( \Delta^I \) then \( C^I(d) \) gives us the degree of certainty of being the object \( d \) an instance of the concept \( C \) under the interpretation \( I \). Similarly for roles. The interpretation function \( \mathcal{I} \) has to satisfy the following equations: for all \( d \in \Delta^I \),

\[
\begin{align*}
\top^I(d) &= t \\
\bot^I(d) &= f \\
(C \cap D)^I(d) &= C^I(d) \otimes D^I(d) \\
(C \cup D)^I(d) &= C^I(d) \oplus D^I(d) \\
(\neg C)^I(d) &= \neg C^I(d) \\
(\forall R.C)^I(d) &= \bigoplus_{d' \in \Delta^I} \{\neg R^I(d, d') \oplus C^I(d')\} \\
(\exists R.C)^I(d) &= \bigoplus_{d' \in \Delta^I} \{R^I(d, d') \otimes C^I(d')\}.
\end{align*}
\]

Note that the semantics of \( \exists R.C \) is the result of viewing \( \exists R.C \) as the open first order formula \( \exists y. R(x, y) \land \bar{C}(y) \) (where \( \bar{C} \) is the translation of \( C \) into first-order logic) and \( \exists \) is viewed as a disjunction over the elements of the domain. Similarly, the semantics of \( \forall R.C \) is related to \( \forall y. \neg R(x, y) \lor C(y) \), where \( \forall \) is viewed as a conjunction over the elements of the domain. The definition of concept equivalence is like for \( \mathcal{ALC} \). As for classical \( \mathcal{ALC} \), dual relationships between concepts hold: e.g. \( \top \equiv \neg \bot, (C \cap D) \equiv \neg (C \cup \neg D) \) and \( (\forall R.C) \equiv \neg (\exists R. \neg C) \).

An \( L \)-assertion (denoted \( \psi \)) is an expression \( \langle \alpha, c \rangle \), where \( \alpha \) is an \( \mathcal{ALC} \) assertion and \( c \in T \). From a semantics point of view, an \( L \)-assertion \( \langle \alpha, c \rangle \) constrains the certainty-value of \( \alpha \) to be greater or equal to \( c \). An interpretation \( I \) satisfies \( \langle \alpha, C, c \rangle \) (resp. \( \langle a, b; R, c \rangle \)) if \( C^I(a^I) \succeq c \) (resp. \( R^I(a^I, b^I) \succeq c \) ). Two \( L \)-assertions \( \psi_1 \) and \( \psi_2 \) are equivalent (denoted \( \psi_1 \equiv \psi_2 \)) if they are satisfied by the same set of interpretations. A primitive \( L \)-assertion is a \( L \)-assertion involving a primitive assertion only.

Concerning terminological axioms, an interpretation \( I \) satisfies \( A \sqsubseteq C \) iff \( \forall d \in \Delta^I, A^I(d) \leq C^I(d) \), while \( I \) satisfies \( A \sqsupseteq C \) iff \( \forall d \in \Delta^I, A^I(d) = C^I(d) \). In \( \mathcal{L} \)-\( \mathcal{ALC} \), a knowledge base is a finite set of \( \mathcal{L} \)-assertions and terminological axioms.

With \( K_A \) we denote the set of \( \mathcal{L} \)-assertions in \( K \), with \( K_T \) we denote the set of terminological axioms in \( K \) (the terminology), if \( K_T = \emptyset \) then \( K \) is purely assertional, and we assume that a terminology \( K_T \) is such that no concept \( A \) appears more than once on the left hand side of a terminological axiom in \( K_T \) and that no cyclic definitions are present in \( K_T \). An interpretation \( I \) satisfies (is a model of) a knowledge base \( K \) iff \( I \) satisfies each element of \( K \). A KB \( K \) \( L \)-entails an \( \mathcal{L} \)-assertion \( \psi \) (denoted \( K \models \mathcal{L} \psi \)) iff every model of \( K \) also satisfies
ψ. Finally, given a KB $K$ and an assertion $\alpha$, it is of interest to compute $\alpha$’s best lower certainty-value bound. To this, the greatest lower bound of $\alpha$ w.r.t. $K$ (denoted $\text{glb}(K, \alpha)$) is $\bigoplus\{c : K \models \langle \alpha, c \rangle\}$ ($\bigoplus \emptyset = f$). Determining the $\text{glb}$ is called the Best Certainty-Value Bound (BCVB) problem.

In the following we show an application in the context of logic-based information retrieval.

**Logic-based multimedia information retrieval.** Let us first roughly present (parts of) the LMIR model of [43, 57]. In doing this, we rely on Figure 1 and consider $\mathcal{L}_{[0,1]}$. The model has two layers addressing the multidimensional aspect of multimedia objects $o \in \mathbb{O}$ (e.g. objects $o_1$ and $o_2$ in Figure 1): that is, their form and their semantics (or meaning). The form of a multimedia object is a collective name for all its media dependent, typically automatically extracted features, like text index term weights (object of type text), colour distribution, shape, texture, spatial relationships (object of type image), mosaiced video-frame sequences and time relationships (object of type video). On the other hand, the semantics (or meaning) of a multimedia object is a collective name for those features that pertain to the slice of the real world being represented, which exists independently of the existence of a object referring to it. Unlike form, the semantics of a multimedia object is thus media independent (typically, constructed manually perhaps with the assistance of some automatic tool).

![Figure 1: LMIR model layers and objects](image)

Therefore, we have two layers, the *object form layer* and the *object semantics layer*. The former represents media dependent features of the objects, while the latter describes the semantic properties of the slice of world the objects are about. The semantic entities (e.g., Snoopy, Woodstock), which objects can be about are called *semantic index terms* ($t \in \mathbb{T}$). The mapping of objects $o \in \mathbb{O}$ to semantic entities $t \in \mathbb{T}$ (e.g., “object $o_1$ is about Snoopy”) is called *semantic annotation*. According to the fuzzy information retrieval model [7, 31, 35, 48], semantic annotation can be formalized as a membership function $F : \mathbb{O} \times \mathbb{T} \rightarrow [0, 1]$ describing the *correlation* between multimedia objects and semantic index terms. The value $F(o, t)$ indicates to which degree the multimedia object $o$ deals with the semantic index term $t$. The meaning of a semantic index term $t$ may in this context be represented as a fuzzy subset of multimedia objects in $\mathbb{O}$, $m(t)$, with the quantitative measure of aboutness being the values of
function $F$ for a given semantic index term $t$, i.e. $m(t) = \{ (o, f_t(o)) : o \in \mathcal{O} \}$, in which $f_t(o) = F(o, t)$. $m(t)$ is the meaning of term $t$. The function $F$ acts as the membership function of $m(t)$. Depending on the context, the function $F$ may be computed automatically (e.g., for text we may have [10], for images we may have an automated image annotation (classification) tool, as e.g. [19]). Note that the function $F$ will be a source for assertions of the form $(o, t) : F(o, t))$ (see [43]). In practice, the scenario depicted in Figure 1 may roughly be represented with the following knowledge base $K$:

$$K \supseteq \{ \text{Bird} \sqcap \text{Animal}, \text{Dog} \sqcap \text{Animal} \} \cup \{ \langle \text{snoopy}, \text{Dog}, 1 \rangle, \langle \text{woodstock}, \text{Bird}, 1 \rangle, \langle (\text{o1.snoopy}), \text{F}, 0.8 \rangle, \langle (\text{o2.woodstock}), \text{F}, 0.7 \rangle \} .$$

Now, consider the query concept $Q = \text{Object} \sqcap \exists \text{F.Animal}$, i.e. retrieve all objects about animals. Then it is easily verified that we retrieve both objects, but with different Retrieval Status Values [3], which indicate their relatedness to the query ($K \models \langle \text{snoopy} : Q, 0.8 \rangle$, $K \models \langle \text{woodstock} : Q, 0.7 \rangle$).

### 3.1 Decision algorithms in $\mathcal{L}$-$\mathcal{ALC}$

Deciding satisfiability of a KB requires a calculus. Without loss of generality we consider purely assertional KBs only. We develop a calculus in the style of the constraint propagation method, as this method is usually proposed in the context of DLs [2]. Essentially, it generalizes the calculus presented in [58] for $\mathcal{L}_{[0,1]}$, to any certainty lattice $\mathcal{L}$. We first address the entailment problem and then the BCVB problem.

To guarantee soundness and completeness of the calculus, we make the following restrictions. We assume that in the certainty lattice $\mathcal{L} = \langle T, \preceq \rangle$ the set of certainty values $T$ is finite. From a practical point of view this is a limitation we can live with, especially taking into account that computers have finite resources, and thus, only a finite set of certainty values can be represented. In particular, this includes also the case of the the rational numbers in $[0,1] \cap \mathbb{Q}$ under a given fixed precision $p$ a computer can work with. We also point out an error in our early version [62], in which we do not rely on this assumption. Without this assumption, the results in [62] do not hold.

At first, we generalize $\mathcal{L}$-assertions to the form $\langle \alpha \preceq c \rangle$ and $\langle \alpha \geq c \rangle$ with obvious semantics. Of course, $\langle \alpha, c \rangle$ is a syntactic variant of $\langle \alpha \geq c \rangle$. We also assume that an assertion is always in Negation Normal Form where a negation appears in the head of an atom only. Furthermore, an expression $\langle a : \neg A \preceq c \rangle$ is always replaced with the expression $\langle a : A \leq \neg c \rangle$. Similarly, an expression $\langle a : \neg A \leq c \rangle$ is replaced with the expression $\langle a : A \geq \neg c \rangle$.

An $\mathcal{L}$-constraint (denoted $\psi$) is inductively defined as follows: (i) an $\mathcal{L}$-assertion is an $\mathcal{L}$-constraint; (ii) if $\psi$ and $\psi'$ are $\mathcal{L}$-constraints, then so are $\neg \psi$, $\psi \land \psi'$ and $\psi \lor \psi'$ (e.g. $\langle o_1 \preceq c_1 \rangle \lor \neg (\langle o_2 \preceq c_2 \rangle)$). A literal is a primitive $\mathcal{L}$-assertion or its boolean negation. Without loss of generality, we assume that $\mathcal{L}$-constraints are always in Negation Normal Form (NNF), where a boolean negation appears...
The definition of satisfiability (of a set) of \( \mathcal{L} \)-constraints is easy: e.g. \( I \) satisfies \( \neg \psi \) iff \( I \) does not satisfy \( \psi \), while \( I \) satisfies \( \psi \lor \psi' \) iff \( I \) does satisfy either \( \psi \) or \( \psi' \). It follows that
\[
K \models_{\mathcal{L}} (\alpha \geq c) \text{ iff } K \cup \{\neg(\alpha \geq c)\} \text{ not satisfiable.}
\]
Therefore, it is sufficient to develop a calculus for the satisfiability problem.

Note that in case \( \mathcal{L} \) is a total order, then we have the equivalences between \( \neg(\alpha \geq c) \) and \( (\alpha < c) \), and between \( \neg(\alpha \leq c) \) and \( (\alpha > c) \). For instance, these equivalences do not hold (e.g., in \( \mathcal{L}_B \), \( \neg(\alpha \geq u) \) is equivalent to \( (\alpha \leq i) \) and not to \( (\alpha < u) \). For ease, sometimes we write \( (\alpha \not\leq c) \) in place of \( \neg(\alpha \geq c) \) and \( (\alpha \not\geq c) \) in place of \( \neg(\alpha \leq c) \).

Our calculus, determining whether a finite set \( S \) of \( \mathcal{L} \)-constraints is satisfiable or not, is based on a set of constraint propagation rules transforming a set \( S \) into “simpler” satisfiability preserving sets \( S_i \) until either all \( S_i \) contain an inconsistency, called clash (indicating that from all the \( S_i \) no model of \( S \) can be build), or some \( S_i \) is completed and clash-free, that is, no rule can be further be applied to \( S_i \) and \( S_i \) contains no clash (indicating that from \( S_i \) a model of \( S \) can be build). A set of \( \mathcal{L} \)-constraints \( S \) contains a clash (inconsistency) iff it contains a set of literals \( \{(\alpha \land c_j)\}_{j \in J} \) (with \( r_j \in \{\geq, \leq, \not\leq, \not\geq\} \)) such that the set of constraints \( \{(x \land c_j)\}_{j \in J} \) has no solution for the variable \( x \) in the lattice \( \mathcal{L} \). For instance, \( S \) contains a clash if it contains either \( (a: \land \geq c) \) (where \( c > f \)), or \( (a: \land \leq c) \) (where \( c < t \)), or \( (a: \land \not\leq c) \), or \( (a: \land \not\geq c) \), \( (a: \land \not\geq f) \), or \( (a: \land \not\leq t) \), or \( S \) contains a conjugated pair of \( \mathcal{L} \)-constraints. Each entry in the Table 1 says us under which condition the row-column pair of \( \mathcal{L} \)-constraints is a conjugated pair.

<table>
<thead>
<tr>
<th>( (\alpha \geq c) )</th>
<th>( \neg(\exists c'' : c'' \geq c \land c'' \not\leq c') )</th>
<th>( (\alpha \leq c') )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (\alpha \not\geq c) )</td>
<td>( \neg(\exists c'' : c'' \geq c \land c'' \not\leq c') )</td>
<td>( (\exists c'' : c'' \not\leq c'') )</td>
</tr>
</tbody>
</table>

While in total ordered lattices checking inconsistency is easy, this may not be the case for arbitrary lattices. Given an \( \mathcal{L} \)-constraint \( \psi \), with \( \psi' \) we indicate a conjugate of \( \psi \) (if there exists one). A conjugate of an \( \mathcal{L} \)-constraint may be not unique, as there could be infinitely many. For instance, in \( \mathcal{L}_{[0,1]} \)-ALC, any \( (a:A \leq c) \) with \( c < c' \) is a conjugate of \( (a:A \geq c') \).

There are obvious tableau rules for the boolean connectives \( \land \) and \( \lor \). For each connective \( \land, \lor, \neg, \forall, \exists \) there is a rule for each \( \geq, \leq, \not\leq, \not\geq \) and \( \not\geq \).

There are obvious tableau rules for the boolean connectives \( \land \) and \( \lor \). For each connective \( \land, \lor, \neg, \forall, \exists \) there is a rule for each \( \geq, \leq, \not\leq, \not\geq \) and \( \not\geq \). In what follows, for any \( c \in T \), with \( D_{\mathcal{L}}(c) \) we indicate the set \( D_{\mathcal{C}}(c) \) as the set of all minimal elements of the set \( \{(c_1, c_2) \in T \times T : c_1 \oplus c_2 \geq c\} \) where the order

\[A solution for \( x \) is a certainty value \( c \) such that all constraints in \( \{(c \land r_j c_j)\}_{j \in J} \) are satisfied, i.e. for all \( j \in J \), \( c \land r_j c_j \) holds in \( \mathcal{L} \).]
over pairs is \((c_1, c_2) ≤ (c_3, c_4)\) iff \(c_1 ≤ c_3\) and \(c_2 ≤ c_4\). The purpose of \(D_L(c)\) is to identify meaningful candidates \(c_1\) and \(c_2\), making \(e.g.\) a disjunction of the form \(\langle a:A ∪ B ≥ c \rangle\) true, whenever we reduce \(\langle a:A ∪ B ≥ c \rangle\) to \{\(\langle a:A ≥ c_1 \rangle\) \& \(\langle a:B ≥ c_2 \rangle\)\}. The choice is non-deterministic and there could be \(|D_L(c)|\) many choices, and \(|D_L(c)|\) depends on \(c\) and \(L\). Note that \((c_1, c_2) ∈ D_L(c)\) iff \((c_2, c_1) ∈ D_L(c)\) and \(|D_L(c)| ≥ 2\) (except the case where \(c = f\), in which case \(|D_L(c)| = 1\) as \{\((c, f), (f, c)\}\) \& \(D_L(c)\), \(e.g.\) in \(L_{(0,1)}\), \(D_L_{(0,1)}(1) = \{(1,0), (0,1)\}\) indicating that \(e.g.\) \(\langle a:A ∪ B ≥ c \rangle\) can be branched into either \{\(\langle a:A ≥ 1 \rangle\)\} or \{\(\langle a:B ≥ 1 \rangle\)\}.

Note also that in \(L\), \(L_\neq 1\):
\[
\begin{align*}
L_0 &⪯ L_4; \quad L_0 : D_L(0) = \{(0,0), (0,1), (1,0)\}; \\
L_4 &⪯ L_0; \quad L_4 : D_L(4) = \{(0,0), (0,1), (1,0), (1,1)\}
\end{align*}
\]

The choice is non-deterministic and there could be \(|D_L(c)|\) many choices, and \(|D_L(c)|\) depends on \(c\) and \(L\). Note that \((c_1, c_2) ∈ D_L(c)\) iff \((c_2, c_1) ∈ D_L(c)\) and \(|D_L(c)| ≥ 2\) (except the case where \(c = f\), in which case \(|D_L(c)| = 1\) as \{\((c, f), (f, c)\}\) \& \(D_L(c)\), \(e.g.\) in \(L_{(0,1)}\), \(D_L_{(0,1)}(1) = \{(1,0), (0,1)\}\) indicating that \(e.g.\) \(\langle a:A ∪ B ≥ c \rangle\) can be branched into either \{\(\langle a:A ≥ 1 \rangle\)\} or \{\(\langle a:B ≥ 1 \rangle\)\}.

The rules below rely on the following properties over a lattice \(L = \langle T, ≤ \rangle\):

for any \(c, c_1, c_2 \in T\), (i) \(c_1 ⊓ c_2 ∈ c\) iff \(c_1 ∈ c\) and \(c_2 ∈ c\); (ii) \(c_1 ⊓ c_2 ≤ c\) iff \(c_1 ≤ c\) or \(c_2 ≤ c\); (iii) \(c_1 ⊓ c_2 ∈ c\) iff \(c_1 ∈ c\) and \(c_2 ∈ c\), for \((c', c'') \in D_L(c)\) and \((c''', c'''' \in D_L(c)\).

In the following rules we assume that a new constraint is added to a constraint set \(S\) if it is not subsumed in \(S\) (a constraint \(\langle α ≥ c \rangle\) is subsumed by a constraint \(\langle α' ≥ c' \rangle\) iff \(c' ≥ c\)). Similarly for the other relations \(≤, ≤, \neq\). We also avoid adding constraints of the form \(\langle α ∪ f \rangle\) and \(\langle α ≤ t \rangle\).

\begin{enumerate}
\item \(S − \cap_L S ∪ \{\langle a:C ≥ c \rangle \& \langle a:D ≥ c \rangle\}\)
\begin{itemize}
\item if \(ψ = \langle a:C ∪ D ≥ c \rangle \in S\) and the \(\cap_L\) rule has not yet been applied to \(ψ \in S\)
\end{itemize}
\item \(S − \cap_L S ∪ \{\langle a:C ≤ c \rangle \& \langle a:D ≤ c \rangle\}\)
\begin{itemize}
\item if \(ψ = \langle a:C ∪ D ≤ c \rangle \in S\) and the \(\cap_L\) rule has not yet been applied to \(ψ \in S\)
\end{itemize}
\item \(S − \cup_L S ∪ \{ψ'\}\)
\begin{itemize}
\item if \(ψ = \langle a:C_1 ∪ C_2 ≥ c \rangle \in S\), the \(\cup_L\) rule has not yet been applied to \(ψ \in S\) and \(ψ' = \bigcup_{(c_1, c_2) ∈ D_L(c)} \langle a:C_1 ≥ c_1 \rangle \& \langle a:C_2 ≥ c_2 \rangle\)
\end{itemize}
\item \(S − \cup_L S ∪ \{ψ'\}\)
\begin{itemize}
\item if \(ψ = \langle a:C_1 ∪ C_2 ≤ c \rangle \in S\), the \(\cup_L\) rule has not yet been applied to \(ψ \in S\) and \(ψ' = \bigcap_{(c_1, c_2) ∈ D_L(c)} \langle a:C_1 ≤ c_1 \rangle \& \langle a:C_2 ≤ c_2 \rangle\)
\end{itemize}
\end{enumerate}
5. \( S \to_{\forall \varphi} S \cup \{ \psi' \} \)
   if \( \{(a:\forall R.C \geq c), \psi'\} \subseteq S \), \( \psi = \langle (a,b):R \preceq -c \rangle \)
   and \( (\forall \varphi) \) rule has not yet been applied in \( S \) to the pair \( \langle (a:\forall R.C \geq c), \psi \rangle \)
   \( \psi' \) is the expression \( \bigvee_{(c_1, c_2) \in D_L(c) \setminus \{(c, f)\}} \langle (a,b):R \preceq -c_1 \rangle \land (b:C \succeq c_2) \)

6. \( S \to_{\forall \varphi} S \cup \{ \psi' \} \)
   if \( \psi = \langle (a:\forall R.C \not\preceq c), \in S \), the \( (\forall \varphi) \) rule has not yet been applied to \( \psi \in S \)
   and \( \psi' = \bigwedge_{(c_1, c_2) \in D_L(c)} \langle (a,b):R \not\preceq -c_1 \rangle \lor (b:C \not\succeq c_2) \)
   for a new constant \( b \)

7. \( S \to_{\exists \varphi} S \cup \{ \langle (a,b):R \succeq c \rangle \land \langle (b:C \succeq c) \} \)
   if \( \psi = \langle (a:\exists R.C \geq c), \in S \), \( b \) new constant and the \( (\exists \varphi) \) rule has not yet
   been applied to \( \psi \in S \)

8. \( S \to_{\exists \varphi} S \cup \{ \psi' \} \)
   if \( \{(a:\exists R.C \geq c), \psi'\} \subseteq S \), \( \psi = \langle (a,b):R \not\succeq c \rangle \), \( (\exists \varphi) \) rule has not yet
   been applied in \( S \) to the pair \( \langle (a:\exists R.C \geq c), \psi \rangle \)
   \( \psi' = \langle (b:C \not\succeq c_2) \rangle \)

Some of the above rules deserve some explanation. The \( (\sqcup \geq) \) rule is a generalization of the classical disjunction rule. The main difference is that, depending on the lattice \( L \), there may be more than the usual two branches (likely as many as \( |D_L(c)| \)). For instance, in \( L_R \), a constraint \( \langle a:C_1 \sqcup C_2 \succeq t \rangle \in S \) may give rise to four branches, each containing \( \langle a:C_1 \succeq t \rangle \), \( \langle a:C_2 \succeq t \rangle \)
(\( a:C_1 \succeq i \rangle \land (a:C_2 \succeq u) \)
and \( \langle a:C_1 \succeq u) \land (w:C_2 \leq i) \), respectively. Note that if \( L \) is a total order then there are at most two branches. The \( (\sqcup \geq) \) rule is derived from the \( (\sqcup \geq) \) rule. The \( \forall \varphi \) is a specialization of the \( (\sqcup \geq) \) rule as well and is a generalization of the classical rule for \( \forall \). Indeed, according to the semantics of \( L-\text{ACC} \), \( (a:\forall R.C \geq c) \)
may be viewed as a disjunction and with decomposition rule

- \( S \to_{\forall \varphi} S \cup \{ \langle (a,b):R \preceq -c_1 \rangle , (b:C \succeq c_2) \} \)
   if \( \langle a:\forall R.C \geq c \rangle \in S \), \( b \) occurs in \( S \) and \( (c_1, c_2) \in D_L(c) \)

But, observing that \( (c, f) \in D_L(c) \), we obtain a constraint set \( S \) containing \( \psi = \langle (a,b):R \preceq -c \rangle \) (e.g., in the classical \( L_{(t,f)} \), with \( c = t \), we have \( \langle (a,b):R \preceq -f \rangle \in S \)). This constraint can only be clashed if \( S \) contains a conjugate to \( \psi \) (e.g., in the classical case \( \langle (a,b):R \succeq t \rangle \) must be in \( S \)). This motivates the \( \forall \varphi \) rule as a refinement of the above \( \forall \varphi \) rule. Note that the \( (\forall \varphi) \) rule can be worked out by a similar argumentation, by relying on the \( (\sqcup \geq) \) rule, and is left to the reader.

A constraint set \( S \) is complete if no rule is applicable to it. A complete set \( S_2 \)
obtained from a set \( S_1 \) by applying the above rules is called a completion of \( S_1 \).
Note that more than one completion can be obtained. It can be verified that for finite certainty lattices, the above calculus has the termination property, i.e., any completion of a finite set of \( L \)-constraints \( S \) can be obtained after a finite number of rule applications.

Moreover, in a similar way as in [58], Proposition 3, it is easily verified, by case analysis, that the above rules are sound, i.e., if \( S_1 \) is satisfiable then there is a satisfiable completion \( S_2 \) of \( S_1 \). Here we use the fact that for finite lattices, if e.g.

\[
(\exists R.C)^T(d) = \bigoplus_{d' \in \Delta^T} \{ R^T(d, d') \otimes C^T(d') \} \succeq c
\]
then there is $d' \in \Delta^T$ such that $R^T(d,d') \succeq c$ and $C^T(d') \succeq c$, which motivates rule 7. The case for $\forall R.C$ is similar.

**Proposition 2** For a finite certainty lattice $\mathcal{L}$, a finite set of $\mathcal{L}$-constraints $S$ is satisfiable iff there exists a clash free completion of $S$.

From a computational complexity point of view, the satisfiability problem is in the same complexity class (PSPACE-complete [53]) as for $\mathcal{ALC}$. Indeed, let us indicate with $|\mathcal{L}|$ the finite dimension of representing $\mathcal{L}$ and with $|S|$ the dimension of a constraint set $S$. With combined complexity we intend the complexity w.r.t. $|\mathcal{L}| + |S|$.

In a similar way as in [58], Proposition 4:

**Proposition 3** The satisfiability problem is PSPACE-complete w.r.t. combined complexity for finite certainty lattices.

The above result says us that no additional computational cost has to be paid for the major expressive power (if $\mathcal{L}$ is finite, of course).

Concerning the BCVB problem, for any finite certainty lattice $\mathcal{L} = \langle T, \preceq \rangle$ we may apply a simple iterative approximation algorithm for determining the $\text{glb}$:

1. let $T_0 = T$ and $\bar{c} := f$. For $j = 0, 1, 2, \ldots$
2. take a value $c \in T_j$; if there is no such value then set $\text{glb}(K, \alpha) := \bar{c}$ and exit;
3. if $K \models_\mathcal{L} \langle \alpha \preceq c \rangle$ then set $\bar{c} := c$ and $T_{j+1} = T_j \setminus \{ c' : c' \not\preceq \bar{c} \} \cup \{ c \}$, otherwise $T_{j+1} = T_j \setminus \{ c' : c' \preceq \bar{c} \}$;
4. go to step 2.

The procedure converges after at most $|T|$ steps. Of course, the speed of convergence depends on the ‘goodness’ of the chosen value $c$ in step 2.

**4 Uncertainty in description logic programs**

We are going now to define an extension of DLPs towards the management of uncertainty. Classically, $n$-ary predicates may be seen as functions from their domain into $\{0, 1\}$, where 0 stands for $false$, while 1 stands for $true$. We extend this notion by mapping $n$-ary predicates into functions from their domain into a certainty lattice $\mathcal{L} = \langle T, \preceq \rangle$. The associated value $c \in T$ indicates to which certainty a predicate is $true$. 
Syntax. From a syntax point of view, as the description logic component, we consider \( \mathcal{L} \text{-} \mathcal{ALC} \). We then extend the DL component with rules, where the management of uncertainty is based on so-called annotation terms. Annotation terms and the form of the rules are like those in the Generalized Annotated Logic Programming framework of Kifer and Subrahmanian [33], except that now DL atoms and roles may appear in a rule body.

Let us define an annotation function of arity \( n \) to be a total, monotone and computable function \( f : (T)^n \rightarrow T \). Assume a new alphabet of annotation variables, which will denote a value in \( T \) and can only appear in so-called annotation terms. An annotation term, \( \lambda \), is defined inductively: (i) as a constant \( c \in T \), or as an annotation variable \( \nu \), or (ii) is of the form \( f(\lambda_1, \ldots, \lambda_n) \), where \( f \) is an \( n \)-ary annotation function and all \( \lambda_i \) are annotation terms. Annotation terms are supposed to denote elements of \( T \). Now, let \( A \) be an atom and \( \lambda \) an annotation term. A \( a \)-atom, denoted \( \bar{A} \), is of the form \( A : \lambda \). The intended meaning is that “the certainty of \( A \) is greater or equal to \( \lambda \)”. A \( a \)-logic program (or, simply \( a \)-program), \( \bar{\mathcal{P}} \), is a finite set of \( a \)-rules of the form

\[
H : \lambda \leftarrow B_1 : \lambda_1, \ldots, B_n : \lambda_n,
\]

where \( H : \lambda \) and all \( B_i : \lambda_i \) are \( a \)-atoms. Finally, an Annotated Description Logic Program (ADLP), denoted \( \mathcal{DP} \), is a pair \( \langle K, \bar{\mathcal{P}} \rangle \), where \( K \) is a \( \mathcal{L} \text{-} \mathcal{ALC} \) knowldege base and \( \bar{\mathcal{P}} \) is a \( a \)-program.

Semantics. In order to avoid straightforward repetition, if not stated otherwise, definitions related to \( a \)-logic programs, parallels those for classical logic programs. Furthermore, in grounding a \( a \)-atom \( A : \lambda \), we assume that the annotation term \( \lambda \) is grounded as well, i.e. annotation variables and constants are replaced with values in \( T \) and annotation terms of the form \( f(\lambda_1, \ldots, \lambda_n) \) are replaced with the result of the computation of \( f(\lambda_1, \ldots, \lambda_n) \). \( A \) is grounded with the (individual) constants appearing in \( \mathcal{DP} \). Note that a grounded \( a \)-program \( \bar{\mathcal{P}} \) may contain an infinite number of rules due to the grounding of annotation terms. For a grounded \( a \)-program \( \bar{\mathcal{P}} \), the Herbrand base \( \mathcal{B}_\mathcal{P} \) is the set of ground non-DL atoms \( A \) that can be constructed using the predicate symbols in \( \bar{\mathcal{P}} \) (annotations terms are not considered in the grounding of \( A \)). With \text{ground}(\bar{\mathcal{P}}) we denote the set of all ground rules of \( \bar{\mathcal{P}} \).

An \( a \)-interpretation \( I \) of a grounded \( a \)-program \( \bar{\mathcal{P}} \) is a function \( I : \mathcal{B}_{\mathcal{P}} \rightarrow \mathcal{T} \). We say \( I \) is a model of a grounded \( a \)-atom \( A : \lambda \) w.r.t. \( K \), denoted \( I \models_K A : \lambda \), iff

- \( I(A) \succeq \lambda \), if \( A \in \mathcal{B}_\mathcal{P} \) (\( A \) is a non-DL atom);
- \( K \models_\mathcal{E} (A, \lambda) \) if \( A \) is a DL atom.

The notion of model is then straightforwardly extended to \( a \)-rules, \( a \)-programs \( \bar{\mathcal{P}} \) and ADLPs \( \mathcal{DP} \). The notion of entailment, \( \mathcal{DP} \models A : \lambda \), is as usual.

We say that \( I \preceq I' \) iff for all atoms \( A \in \mathcal{B}_{\bar{\mathcal{P}}} \), \( I(A) \preceq I'(A) \). Like for the crisp case (see Proposition 1) we have:

\(^4\)The result of \( f \) is computable in a finite amount of time.
Proposition 4 Let $\mathcal{DP} = \langle K, \mathcal{P} \rangle$ be a ADLP. If $\mathcal{DP}$ is satisfiable, then there exists a unique model $M_{\mathcal{DP}}$ of $\mathcal{DP}$ such that $M_{\mathcal{DP}} \leq I$ for all models $I$ of $\mathcal{DP}$. Furthermore, for any ground $a-$atom $A$, $\mathcal{DP} \models A$ iff $M_{\mathcal{DP}} \models_{K} A$.

Like in [33], the minimal model coincides with the least fixed-point of the following monotone operator. Let $\mathcal{DP} = \langle K, \mathcal{P} \rangle$ be a ADLP. Define the operator $T_{\mathcal{DP}}$ on interpretations as follows: for every interpretation $I$, for all $A \in \mathcal{P}$ let

$$T_{\mathcal{DP}}(I)(A) = \bigoplus \{ \lambda \mid A; \lambda \leftarrow B_1; \lambda_1, \ldots, B_n; \lambda_n \in \mathcal{P}, I \models_{K} B_i; \lambda_i, \text{ for all } i \}.$$ 

Note however, that $T_{\mathcal{DP}}$ is not continuous in general. In fact the grounded $a-$program (over $\mathcal{L}_{[0,1]}$), containing all ground instances of the rules

$$\begin{align*}
A &: 0. \\
A &: \nu + 1 \\
2 &\quad \leftarrow \quad A: \nu \\
B &: 1 &\quad \leftarrow &\quad A: 1
\end{align*}$$

has unique minimal model $I(A) = I(B) = 1$, which is obtained after $\omega + 1$ $T_{\mathcal{DP}}$ iterations starting from $I_{\downarrow}$ (the interpretation assigning 0 to all atoms), where $\omega$ is the first limit ordinal. However, under the assumption that the certainty lattice $\mathcal{L} = \langle T, \preceq \rangle$ is finite, the minimal model can be computed after at most $O(|\mathcal{DP}| |T|)$ steps (any rule can be applied at most $O(|T|)$ times). In particular, in the example above, in case we consider two digit precision of $[0,1]$ numbers, the minimal model is computed after at most 300 (precisely, 10) applications of the $T_{\mathcal{DP}}$ iterations starting from $I_{\downarrow}$.

Like for the crisp case, from an implementation point of view, given $\mathcal{DP} = \langle K, \mathcal{P} \rangle$, we can compute the set of entailment assertions $F = \{ \langle A, \lambda \rangle ; K \models_{\mathcal{L}} \langle A, \lambda \rangle \}$, where $A$ is a DL atom first and then add them as facts to $\mathcal{P}$. Then, we can rely on theorem proving for $\mathcal{P}$ either using a usual bottom-up computation or a top-down computation like [9, 64].

Example 2 Consider an insurance company, which has information about its customers used to determine the risk coefficient of each customer. The company has: (i) data grouped into a set of facts $\{$Experience(john):0.7.., Risk(john):0.5.., Sport_car(john):0.8..$}; and (ii) a set of rules (for ease we omit the terminological axioms about the involved concepts).

$$\begin{align*}
\text{Good_driver}(x) &: \text{min}(\nu, \nu'/2) &\quad \leftarrow &\quad \text{Experience}(x): \nu, \text{Risk}(x): \nu' \\
\text{Risk}(x) &: \nu \cdot 0.8 &\quad \leftarrow &\quad \text{Young}(x): \nu \\
\text{Risk}(x) &: \nu \cdot 0.8 &\quad \leftarrow &\quad \text{Sport_car}(x): \nu \\
\text{Risk}(x) &: \text{min}(\nu, \nu'/2) &\quad \leftarrow &\quad \text{Experience}(x): \nu, \text{Good_driver}(x): \nu'
\end{align*}$$

It turns out that

$$\begin{align*}
\text{Risk(john)} &: 0.64 \\
\text{Sport_car(john)} &: 0.8 \\
\text{Young(john)} &: 0 \\
\text{Good_driver(john)} &: 0.32 \\
\text{Experience(john)} &: 0.7
\end{align*}$$
are entailed from the above facts and the rules, which establish that John’s degree of Risk is greater or equal than 0.64.

\[\square\]

5 Related work

While the combination of DLs with LPs is not new, to best of our knowledge, the generality of DLPs and integration of the management of uncertainty as well, has not been investigated yet.

Concerning ADLPs, the DL component mainly relies on the work of Straccia [62]. Concerning the rule component, as anticipated, the Generalized Annotated Logic Programming framework of Kifer and Subrahmanian [33] inspires it.

We recall that concerning the combination of DLs with LPs, they do not consider function symbols and, the works can roughly be divided into (i) hybrid approaches, which use description logics to specify structural constraints in the bodies of logic programs rules; and (ii) approaches that reduce description logic inference to logic programming. The basic idea behind (i) is to combine the semantic and computational strengths of the two systems, while the main rationale of (ii) is to use powerful logic programming technology for inference in description logics.

In the former case fall approaches like [12, 27, 37]. In particular, [12] combines plain Datalog (no disjunction and negation) with the description logic \(\text{ALC}\), where the integration lies in using concepts from the terminological component as constraints in rule bodies. It also presents a technique for answering conjunctive queries (existentially quantified conjunctions of atoms) with such constraints, where SLD resolution is integrated with an inference method for \(\text{ALC}\). More related to our approach is [37], which combines Horn rules with the description logic \(\text{ALC}^+\text{R}\), where concepts and roles may appear in the body of Horn rules. Like in [12], [37] devices an SLD resolution integrated with an inference method for \(\text{ALC}^+\text{R}\). Finally, [27] is similar to [37], except that the atoms of a rule refer to OWL classes and properties rather than to \(\text{ALC}^+\text{R}\).

In the latter case (reducing description logic inference to function-free logic programming) fall approaches like [1, 21, 23, 44, 29, 46, 65, 68]. We remark that (i) [68] reduces knowledge bases in the DL \(\text{ALCN} (\text{ALC} \text{ with number restrictions}) \) to open logic programs; (i) [1, 65] reduce reasoning in the DL \(\text{ALCQI} (\text{ALC} \text{ with qualified number restrictions and inverse roles}) \) to query answering from answer sets of normal logic programs; (iii) [21] shows how a subset of the DL \(\text{SHOIQ}\) can be reduced to a subset of Horn programs (positive normal programs); (iv) [23] reduces the DL \(\text{SHIF}\) with transitive role closure to disjunctive logic programs (in [61] we use a similar reduction); and [44, 29, 45, 46] reduces reasoning in the DL \(\text{SHIQ}^-\) to reasoning in disjunctive Datalog programs by translating DL expressions into FOL clauses, saturates the clauses by resolution and translates the saturated clauses to disjunctive Datalog programs.

Finally, not in the above classification fall approaches like [14, 15, 70].
Roughly, [14, 15] combines the DL $SHOIN(D)$, which is $SHOIN$ with concrete domains (e.g. integers, reals), with normal logic programs. The main characteristics of [14] lies in the use of a weaker semantics to be used to get decidable reasoning. Indeed, concept and role predicates appearing in rules can be managed as system calls to a DL reasoner. Our approach is inspired on this work, but considered uncertainty components. Finally, [70] is based on $F$-logic [32].

6 Conclusion

We have presented a DL framework for the management of uncertain information. Our main feature is that a sentence is not just true or false like in classical DLs, but certain to some degree, where the certainty value is taken from a certainty lattice. Syntax, semantics and a sound and complete tableaux algorithm for reasoning in it has been presented. We also extended it with a rule component based on annotated logic programs, forming the class of annotated description logic programs. We also discussed how to reason in it.
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